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Gautam, R.K. and Panigrahi, S. 2007. Leaf nitrogen determination of corn plant using aerial images and artificial neural networks. Canadian Biosystems Engineering/Le génie des biosystèmes au Canada 49: 7.1 - 7.9. Image processing techniques were developed to extract statistical and textural features from multi-spectral bands of aerial images. Along with the conventional image bands of red, green, and near-infrared, two additional image bands, normalized difference vegetation index (NDVI) and green vegetation index (GVI) were derived. Two neural network architectures, multilayer perceptron and radial basis function were applied to develop twenty neural network (NN) models for predicting leaf nitrogen content of corn plants in field conditions. The extracted image features were used as input to the neural network models. Performance of the neural network models were evaluated based on simultaneous comparison of root mean square error of prediction (RMSEP), minimum prediction accuracy (MPA), and correlation coefficient. The optimum NN model was based on the radial basis function architecture and used textural image features as its inputs. The radial basis function based on green vegetation index texture (RBGvT) provided an RMSEP of 6.6%, MPA of 88.8%, and correlation coefficient of 78% for predicting leaf nitrogen content in field conditions. Keywords: leaf nitrogen, image processing, neural network, precision farming, corn.

INTRODUCTION

Nitrogen is a critical nutrient for the growth of healthy vegetation. Proper management of nitrogen application helps to optimize crop uptake and reduces nitrogen losses to the wider environment. The nitrogen utilized by crops depends largely on the availability of the inorganic form of nitrogen, which may constitute approximately 0.1% of total nitrogen in the soil (Sauchelli 1964). Part of the absorbed nitrogen is stored in plant leaves in the form of vegetation vigor. Hence, determination of plant nitrogen is crucial to optimize crop yield, while at the same time minimizing negative environmental impacts.

Various techniques have been used to quantify leaf nitrogen content under laboratory as well as field conditions. For example, leaf nitrogen can be determined by measuring nitrate concentration in the laboratory (Filella et al. 1994; Greenwood et al. 1991). Studies were also performed to assess the relationship between chlorophyll and leaf nitrogen content (Hong et al. 1997; Flowers et al. 2000). The correlation between chlorophyll and nitrogen of paddy leaves ranged between 0.90 and 0.94 (Hong et al. 1997). Leaf nitrogen was also determined using leaf canopy reflectance (Flowers et al. 2000; Reeves et al. 1993; Scharf and Lory 2000; Viets and Hageman 1971). The coefficient of determination between plant nitrogen spectral index (PNSI) and nitrogen uptake at different spectral bands (red at 761 nm and near infrared at 780 nm) was found to be 0.67 (Stone et al. 1996). Leaf nitrogen content changes with crop growing stage (Huggins and Pan 1993; Zhuang and Bernard 1990) and also varies with ambient air temperature (Cihacek and Kerby 1991; Sauchelli 1964).

Leaf chlorophyll and nitrogen of corn was determined using airborne hyper-spectral and infrared remote sensing technique in field conditions (Beatty et al. 2000). They found more prominent variation of spectral response in green and near infrared (NIR) bands. Aerial photograph and spectral radiometer were used to calibrate leaf nitrogen status of a corn crop (Scharf and Lory 2000). Green band was found to be the potential predictor of side-dress nitrogen with a coefficient of determination of 0.51. Growing four popular corn hybrids with...
varying rates of nitrogen fertilizer, Blackmer and White (1998) found that spectral reflectance (green at 550 nm and red at 710 nm) was related to leaf nitrogen with a correlation coefficient of 0.74. In a similar study, aerial images were used to compare the variability of leaf nitrogen deficiencies (Blackmer et al. 1996). Red band image was reported (Blackmer and White 1998; Scharf and Lory 2000) to provide higher correlation with nitrogen deficiencies. Variation of reflectance, transmittance, and absorption spectra of normal and nitrogen deficient corn leaves was separated by Al-Abbas et al. (1974). They found a correlation coefficient of 0.70 between plant moisture and percent absorbance.

The potentials of determining leaf nitrogen from the spectral characteristics at different spectral bands of visible and NIR spectrum were reported with a strong relationship between plant chlorophyll and leaf nitrogen (Huggins and Pan 1993; Stone et al. 1996). Nitrogen, when consumed by plants in the form of nitrate, changes to ammonia and subsequently to glutamine (Black 1999). The glutamine is a key enzyme for the development of protein in the leaves, thus, for the quantification of chlorophyll in plants (Black 1999). Previous studies have documented that chlorophyll affects spectral properties of light (Beatty et al. 2000; Flowers et al. 2000; Stone et al. 1996; Blackmer and White 1998; Blackmer et al. 1996; Scharf and Lory 2000). Therefore, spectral properties of plants, in the form of images, could contain features that might contain information about leaf nitrogen. Hence, we postulate that the spectral properties of plants in the form of statistical and textural image features could be helpful to predict leaf nitrogen under field conditions.

Selection of an appropriate technique is critical in obtaining a robust prediction model to be used in field conditions. Prior literature reveals the application of statistical techniques to develop prediction models (Al Aabbas et al. 1974; Blackmer and White 1998; Stone et al. 1996). Neural network, ‘a form of artificial intelligence technique’, has been used for several applications, including development of prediction models (Sérélé et al. 2000; O’Neal et al. 2002; Tumbo et al. 2002; Yang et al. 1996; Pachepsky et al. 1996; Drummond et al. 2002). Neural network has a greater ability to analyze rather complex data than others, e.g., statistical technique, particularly when the feature is complex and all data do not follow the similar distribution pattern (Benediktsson et al. 1990; Schalkoff 1992; Atkinson and Tatnall 1997). Moreover, the neural network technique incorporates a priori knowledge and realistic physical constraints into the analysis (Brown and Harris 1994; Foody 1995a, 1995b). Prior literature describes the use of various neural network architectures like multilayer perceptron (Thai and Shewfelt 1991; Foody 1995a; Tumbo et al. 2002; Pachepsky et al. 1996) and radial basis function (Huang 1999; Chen et al. 1991; Behloul et al. 2002). The selection of specific neural network architecture depends on the nature of the problem and data type.

The primary objective of this study was to develop neural network based models for predicting leaf nitrogen content of corn plant under field conditions using two neural network architectures (back propagation and radial basis function) and compare the performance of the models. The choice of the neural network architectures has been made based on their strength for prediction model buildings in real world conditions.

MATERIALS and METHODS

Image acquisition

We selected a portion of the best management practice (BMP) research site at Oakes (46° 3’ 7.11” N, 98° 6’ 42.76” W and 46° 2’ 45.03” N, 98° 6’ 6.68” W), North Dakota, as the field of our investigation. There were 68 plots, each measuring 171.13 m². Corn was planted in the summer of 2001 (June 10, 2001).

An aerial image of corn was acquired during the third week of July 2001 (July 22, 2001) using a Cessna aircraft flying at an approximate height of 1000 m at approximately 12:00 PM central standard time (CST) on a cloud-free sunny day. The images were acquired in both visible (400-700 nm) and NIR (700-900 nm) bands of the electromagnetic spectrum using a SLM 35-mm camera loaded with 100 ASA Ektachrome slide film. The spatial resolutions of the acquired images were 1 m in visible as well as NIR bands. The slides were scanned with a Nikon Scanner at 2800 dot per inch resolution and the digital images were saved in ‘tiff’ format.

Thirty corn leaves were collected from 10 plants at each plot in order to assess the leaf nitrogen content under field conditions. The corn leaves were collected at the same time (July 22, 2001, 12:00 PM CST) as image acquisition. The nitrogen content of the leaves was determined using the Kjeldahl nitrogen extraction procedure (Black 1999) at North Dakota State University. The nitrogen content was expressed as a percentage of total leaves weight.

Image processing

The aerial image was imported into a PC window platform and processed using Idrisi image processing software (Idrisi 32.11 2000, Worcester, MA). The visible and NIR band images were geo-referenced in WGS 84 reference coordinate system. The visible band image was split into red (R), green (G), and blue (B) bands. Only red and green band images from visible band and NIR band image from NIR band were used for further image processing and feature extraction. In addition, two additional images were derived using red, green, as well as NIR images and suitable band transformations. Two transformed images were (i) normalized difference vegetation index (NDVI) and (ii) green vegetation index (GVI). The NDVI image was computed using Eq. 1 (Goodin and Henebry 1997; Huemmrich and Goward 1997; Fernandez et al. 1997).

\[
NDVI = \frac{NIR - R}{NIR + R}
\]  

(1)

where:

\[
NDVI = \text{normalized difference vegetation index}
\]

\[
NIR, R = \text{near infra Red and red band images, respectively.}
\]

Similarly, we computed the green vegetation index (GVI) band image using Eq. 2 (Gaston et al. 1997; Lecain et al. 2002).

\[
GVI = \frac{NIR - G}{NIR + G}
\]  

(2)

where: \(G = \text{green band images.}\)

Statistical and textural feature extraction

Initially, green, red, \(NIR, NDVI,\) and \(GVI\) images were divided into 68 grid images as per end coordinates of each plot in the
research site. Global statistical image features i.e., mean (μ) and standard deviation (σ) were derived from each grid image. Textural indices are the image properties based on textural features or characteristics of the image (Haralick et al. 1973; Majumdar and Jayas 1999; Bogdanov et al. 2005), which show the variation of plant vegetation vigor (Sérélé et al. 2000). Different textural indices, such as homogeneity, contrast, and angular second moment (ASM), were used to predict corn yield (Sérélé et al. 2000). Therefore, textural indices from aerial images could predict leaf nitrogen. Thus, textural features were further extracted from each grid image corresponding to green, red, NIR, GVI, and NDVI bands. These extracted textural features were (i) diversity index (H), (ii) dominance index (D), (iii) fragmentation index (F), (iv) fractal dimension (FD), and (v) relative richness (R). Calculation of each textural index was made using a user defined window (of size 3x3) in each grid image.

Diversity Index (H) The Diversity Index shows how a specific gray-level value is distributed over the image. Variation of the nitrogen could cause different spatial patterns, which may be reflected in quantitative measure of diversity index (Monmonier 1974; Baldwin et al. 1996; Diker et al. 2004). Diversity index (H) of each grid image was computed as follows. Initially, the diversity index (H) value was computed as (Monmonier 1974; Idrisi 32.11 2000; Shackleton 2002):

\[
H_w = -\sum_{x=1}^{k} P_x \log P_x
\]

\[
H = \sum_{w \in R} H_w / N
\]

where:
- \(H_w\) = diversity index of a window defined by the user (3x3), i.e., 9 pixels,
- \(w\) = integer which represents the number of windows,
- \(H\) = diversity index of the grid image,
- \(N\) = total number of windows of the sub-image,
- \(P_x\) = (number of pixels with gray levels, x)/(total number of pixels), and
- \(k\) = 1...256 (representing 256 gray levels).

Dominance Index (D) The Dominance Index shows the dominant pattern of the diversity index. Thus, for a window of size 3x3, the dominance index was calculated as the difference between maximum diversity of a specific window (among all windows within the grid image) and the diversity of the window under consideration. More specifically, it can be written as (Turner 1989; Idrisi 32.11 2000):

\[
D_w = H_{w(max)} - H_w
\]

where: \(D_w\) = dominance index of a specific window.

Subsequently, the dominance index of the sub-image (D) was calculated using Eq. 6 (Turner 1989; Idrisi 32.11 2000).

\[
D = \sum_{w \in R} D_w / N
\]

The dominance index shows the relative variation of homogeneity over the region.

Fractality Dimension (FD) The Fractal Dimension can serve as a useful measure of texture. It exhibits the property of statistical self-similarity. The fractal dimension of a window is described as (Critten 1997; Bettinger et al. 1996; Monmonier 1974; Idrisi 32.11 2000):

\[
FD_w = \frac{\sum_{x=1}^{k} log A_x}{n}
\]

where:
- \(FD_w\) = fractal dimension for a window
- \(A_x\) = area of a region with the same gray level values within a given window

The Fractal Dimension of a grid image was determined using:

\[
FD = \frac{\sum_{w \in R} FD_w}{N}
\]

Relative Richness (R) The Relative Richness shows relative density of a specific gray level in a window over the maximum number of gray-level classes in a given grid image. Relative richness for a window of a given size is, therefore, defined as (Sheftel and Hanski 2002; Monmonier 1974; Idrisi 32.11 2000):

\[
R_w = \frac{n_x}{n_{max}} \times 100
\]

where:
- \(R_w\) = relative richness for a window,
- \(n_x\) = specific number of gray level class present in a 3x3 window, and
- \(n_{max}\) = maximum possible number of gray level values in a given grid image.

The relative richness of the grid image was calculated as:
\[ R = \sum_{w \in \mathcal{R}} \frac{R}{N} \] (12)

DEVELOPMENT OF NEURAL NETWORK MODELS

Multilayer perceptron and radial basis function neural network models

A multilayer perceptron with back propagation learning and a radial basis function neural network architecture were selected to develop models for predicting leaf nitrogen content of corn under field conditions. The multilayer perceptron with back propagation learning is a popular neural network architecture (Foody 1995a; Tumbo et al. 2002; Pachepsky et al. 1996; Plate et al. 2000; Pal et al. 2003; Bishop 1995; Cichocki and Unbehauen 1993). It has been used for a variety of applications including prediction, classification, system modeling, signal processing, noise filtering, etc. (Foody 1995a; Tumbo et al. 2002; Pachepsky et al. 1996; Plate et al. 2000; Pal et al. 2003; Bishop 1995; Cichocki and Unbehauen 1993). Compact representation is one of its advantages (Tumbo et al. 2002; Pachepsky et al. 1996; Plate et al. 2000; Pal et al. 2003; Bishop 1995; Cichocki and Unbehauen 1993; Honavar and Uhr 1994). In this paper, multilayer perceptron with back propagation learning is represented as a back propagation neural network (BPNN) model.

A typical multilayer perceptron neural network architecture has an input layer, one or more hidden layer(s), and an output layer. When the nodes of an input layer receive information from an external source, they become activated and emit signals to the next layer such that each node of the input layer has an exclusive correspondence to every node in the next layer (Cichocki and Unbehauen 1993; Honavar and Uhr 1994). These signals, in turn, pass to the output layer. Each connection between two nodes in adjacent layers is associated with weight coefficients, which adjust the signal strength based on the characteristic of input information (Cichocki and Unbehauen 1993). Depending on the strength, the signals reaching at each node can excite or inhibit the node (Cichocki and Unbehauen 1993). During back propagation training, an error is determined by comparing the calculated output with the desired output and the error is propagated back to the hidden and input layers in subsequent trainings (Bishop 1995; Cichocki and Unbehauen 1993; Honavar and Uhr 1994). The training of the model is completed in a successive number of iterations when the change in error is sufficiently small (or less than the user defined limit). Additional information about the theory and development of back propagation neural networks (BPNN) can be found in (Tumbo et al. 2002; Pachepsky et al. 1996; Plate et al. 2000; Pal et al. 2003; Bishop 1995; Cichocki and Unbehauen 1993; Honavar and Uhr 1994).

A radial basis function neural network (RBFNN), on the other hand, is another popular architecture where fast training is one of its advantages. A typical RBFNN model consists of three successive layers fully connected by feed forward networks. A prototype layer, also called a hidden layer, is made up of higher dimensions to provide nonlinear transformation from the input layer. In general, RBFN implements Cover’s theorem: “a complex pattern projected in high dimensional space non-linearly has higher likelihood to be linearly separable than in low dimensional space” (Hassoun 1995). Similar to the multilayer perceptron, each variable in its input layer has exclusive correspondence with every node in the prototype layer (Haykin 1994). There are no intermediate connections among the nodes in the prototype layer (Hanovar and Uhr 1994; Haykin 1994). During subsequent trainings, competition among the signals from the input layer form their own clusters based on a similarity criteria of the attributes (Bishop 1995; Cichocki and Unbehauen 1993; Honavar and Uhr 1994). These clusters represent the dominant information which passes to the output layer (Hassoun 1995). Moreover, there exists a linear transfer function between the prototype and output layer (Bishop 1995; Cichocki and Unbehauen 1993).

The output of the radial basis function neural network can be described as (Bishop 1995; Haykin 1994):

\[ y_i(x) = \sum_{i=1}^{N} w_i f(||x - c||) \] (13)

where:

\[ f(||x - c||) i = 1, 2, \ldots N \] = a set of \(N\) arbitrary functions

\[ w_i \] = randomized weight vector.

\( ||x-c|| \) represents the Euclidean distance measure between an input vector \(x\) and \(c\) the center position of the radial unit or centroid.

The Moody and Darken transfer function, similar to a multivariate Gaussian density function, has been widely used as a radial basis function (Hassoun 1995). Thus, the output of a hidden node or the radial basis function node using the Moody-Darken transfer function is represented by (Haykin 1994):

\[ g_k = \exp \left( - \frac{x - c_k}{\sigma_k^2} \right) \] (14)

where:

\[ g_k \] = output of the hidden node \(k\)

\[ \sigma_k \] = width of the radial unit.

In Eq. 13, \(f(.)\) is replaced by the Moody–Darken transfer function and can be written as (Bishop 1995):

\[ y_i(x) = \sum_{k=1}^{M} w_{kj} g_k \] (15)

where:

\( j = 1, 2, \ldots Q \) (number of the output nodes) and

\( k = 1, 2, \ldots M \) (number of the nodes in the hidden layer).

Data pre-processing

Statistical and textural image features were extracted from 68 grid images. These features were used to train and test both NN models. A cross validation technique “leave-one-out” was applied to train and test the BPNN models following a similar approach described in Davis (1998), Spitz and Lek (1999), and Podnar et al. (2002). In this technique, there were a total of 67 observations in training and the remaining (one) observation was in testing. Hence, using successive training and testing cases, all observations were tested developing 67 independent training and testing data. The overall performance of the model was computed considering the average of all tested data. A similar approach was also performed for the RBFNN models.
Table 1. Performance of BPNN models with respect to RMSEP and minimum prediction accuracy for test data using leave-one-out approach.

<table>
<thead>
<tr>
<th>Models</th>
<th>Input variables*</th>
<th>Root mean square error of prediction (%)</th>
<th>Minimum prediction accuracy (%)</th>
<th>Correlation coefficient (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPGS</td>
<td>Green ( \mu ) and ( \sigma )</td>
<td>8.3</td>
<td>73.0</td>
<td>60</td>
</tr>
<tr>
<td>BPRS</td>
<td>Red ( \mu ) and ( \sigma )</td>
<td>8.0</td>
<td>72.0</td>
<td>57</td>
</tr>
<tr>
<td>BPNs</td>
<td>NIR ( \mu ) and ( \sigma )</td>
<td>10.0</td>
<td>64.0</td>
<td>58</td>
</tr>
<tr>
<td>BPGt</td>
<td>Green texture</td>
<td>8.3</td>
<td>75.5</td>
<td>59</td>
</tr>
<tr>
<td>BPRT</td>
<td>Red texture</td>
<td>8.3</td>
<td>74.5</td>
<td>62</td>
</tr>
<tr>
<td>BPNt</td>
<td>NIR texture</td>
<td>7.6</td>
<td>79.0</td>
<td>65</td>
</tr>
<tr>
<td>BPgV S</td>
<td>GVI ( \mu ) and ( \sigma )</td>
<td>6.6</td>
<td>76.5</td>
<td>54</td>
</tr>
<tr>
<td>BPNd S</td>
<td>NDVI ( \mu ) and ( \sigma )</td>
<td>8.0</td>
<td>71.0</td>
<td>63</td>
</tr>
<tr>
<td>BPgV T</td>
<td>GVI textures</td>
<td>8.3</td>
<td>70.5</td>
<td>66</td>
</tr>
<tr>
<td>PBNd T</td>
<td>NDVI texture</td>
<td>8.3</td>
<td>67.0</td>
<td>63</td>
</tr>
</tbody>
</table>

* \( \mu \) and \( \sigma \) denote mean and standard deviation, respectively, for the respective band image features.

Table 2. Performance of RBFNN models with respect to RMSEP, prediction accuracies, and correlation coefficient for test data sets.

<table>
<thead>
<tr>
<th>Models</th>
<th>Input variables*</th>
<th>Root mean square error of prediction (%)</th>
<th>Minimum prediction accuracy (%)</th>
<th>Correlation coefficient (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBGS</td>
<td>Green ( \mu ) and ( \sigma )</td>
<td>8.6</td>
<td>75.3</td>
<td>56</td>
</tr>
<tr>
<td>RBRS</td>
<td>Red ( \mu ) and ( \sigma )</td>
<td>9.3</td>
<td>72.8</td>
<td>58</td>
</tr>
<tr>
<td>RBNS</td>
<td>NIR ( \mu ) and ( \sigma )</td>
<td>7.6</td>
<td>81.8</td>
<td>56</td>
</tr>
<tr>
<td>RBGT</td>
<td>Green texture</td>
<td>9.3</td>
<td>84.5</td>
<td>65</td>
</tr>
<tr>
<td>RBRT</td>
<td>Red texture</td>
<td>9.0</td>
<td>81.8</td>
<td>63</td>
</tr>
<tr>
<td>RBNt</td>
<td>NIR texture</td>
<td>8.3</td>
<td>81.9</td>
<td>67</td>
</tr>
<tr>
<td>RBgV S</td>
<td>GVI ( \mu ) and ( \sigma )</td>
<td>7.3</td>
<td>79.5</td>
<td>68</td>
</tr>
<tr>
<td>RBNd S</td>
<td>NDVI ( \mu ) and ( \sigma )</td>
<td>8.0</td>
<td>81.2</td>
<td>69</td>
</tr>
<tr>
<td>RBgV T</td>
<td>GVI textures</td>
<td>6.6</td>
<td>88.8</td>
<td>78</td>
</tr>
<tr>
<td>RBNd T</td>
<td>NDVI texture</td>
<td>7.0</td>
<td>83.7</td>
<td>70</td>
</tr>
</tbody>
</table>

* \( \mu \) and \( \sigma \) denote mean and standard deviation, respectively, for the respective band image features.

Model development

The back propagation and radial basis function neural network models were developed and tested using neural network software (NeuralWare 2000). A total of ten BPNN models were developed. Table 1 shows these models and their associated input variables. The models that used textural information had five input nodes (each) representing five textural features associated with corresponding image bands. Similarly, the models that used global image statistical features had two inputs. Leaf nitrogen content expressed as percentage was the output of the NN models.

Table 2 shows ten RBFNN models developed for this study. Similar to the BPNN models, five models used textural features as inputs, each with five input nodes. The other five models used global image statistical features as inputs, each with two input nodes. The RBFNN models used the Moody-Darken transfer function. K-means clustering was used to determine the centroid and k-nearest neighbor heuristic was used to determine the width (\( \sigma_k \)) (Honavar and Uhr 1994; Hassoun 1995).

Performance evaluation

Previous researchers have used an average accuracy or a root mean square error (RMSE) to measure the performance of neural network models (Sérélé et al. 2000; Thai and Shewfelt 1991). In our study, root mean square error of prediction, minimum prediction accuracy, and correlation coefficient were considered to evaluate the performance of neural network models. The root mean square error of prediction (RMSEP), minimum prediction accuracy (MPA), and correlation coefficient (r) were calculated from Eqs. 16-19.

\[
P_i = \left[ 1 - \frac{y_{pi} - y_{mi}}{y_{pi}} \right] \times 100 \tag{16}
\]

\[
RMSEP = \sqrt{\frac{\sum_{i=1}^{N}(y_{ai} - y_{pi})^2}{N-1}} \tag{17}
\]

\[
MPA = \min \left( P_1, \ldots, P_N \right) \tag{18}
\]

\[
f = \frac{N}{\sqrt{\sum_{i=1}^{N}(y_{ai} - \bar{y}_a)(y_{pi} - \bar{y}_p)}} \tag{19}
\]

where: \( y_{ai}, y_{pi} \) = actual and predicted leaf nitrogen, respectively, and \( \bar{y}_a, \bar{y}_p \) = average of actual and predicted leaf nitrogen, respectively.

RESULTS and DISCUSSIONS

Tables 1 and 2 illustrate back propagation and radial basis function neural network models with their salient features and performance parameters. NN performance has been compared based on simultaneous comparison of three performance parameters i.e., root mean square error of prediction, minimum prediction accuracy, and correlation coefficient.

Performance of BPNN and RBFNN models based on statistical and textural image features

Of the six BPNN models (Table 1), the back propagation with textural features of NIR band (BPNT) model contributed the highest minimum prediction accuracy of 79% and the lowest root mean square error of prediction of 7.6%. The corresponding correlation between field observed and model predicted values was 65%, which was the second highest among complete procedure for the image processing and neural network development is shown in Fig. 1.
Fig. 1. Overall process involved to determine an optimal NN model from a set of potential neural network models for predicting leaf nitrogen content using aerial images under field conditions.

Fig. 2. Relationship between field observed leaf nitrogen and BPGvT model predicted leaf nitrogen.

all statistical and textural features based on BPNN models. Similarly, of four BPNN models based on derived bands (BPGvS, BPNdS, BPGvT, and BPNdT), back propagation based on the green vegetation index global statistical features (BPGvS) model showed highest minimum prediction accuracy of 76.5%. On the other hand, the back propagation based on normalized difference vegetation index global statistical model (i.e., BPNdS) depicted the lowest root mean square error of 8%.

Further, the highest correlation was from the BPGvT model (66%). Figure 2 illustrates the relationship between field observed leaf nitrogen and model predicted leaf nitrogen using the BPGvT model. It is clear that the model predicting leaf nitrogen resembles quite accurately the field observed leaf nitrogen.

Similarly, of the six RBFNN models (Table 2) based on individual band image information, the radial basis function based on green texture (RBGT) model yielded the highest minimum prediction accuracy of 84.5% and correlation coefficient of 65%. On the other hand, the model based on NIR texture, i.e., RBNT yielded slightly higher correlation (67%) than the RBGT model. In practice, both models seem to have equal performance in the real world conditions. The simultaneous comparison of three performance parameters clearly characterizes that the textural features of green as well as NIR band images consist of information on leaf nitrogen content under field conditions.

Again, of four RBFN models based on derived image features, the model based on green vegetation index i.e., RBGvT, had the lowest RMSEP (6.6%), highest minimum prediction accuracy (88.8%), and highest correlation coefficient (78%). It is also clear that the second highest performance is portrayed from the NDVI textural based
model, i.e., RBNdT. Overall, the RBGvT model yielded the highest performance followed by the RBNdT model. Figure 3 delineates the correlation between the field observed and NN model predicted values. It is apparent that the model has the potential to predict spatial distribution patterns of leaf nitrogen under field conditions.

A comparison among the BPNN and RBFN based models showed that the majority of the RBFNN models manifested higher performance than those of the BPNN models. It is apparent that the models based on green and NIR textures yielded a higher performance than the models developed from other features, which is prevalent for both architectures. Moreover, the cross comparison also shows that the RBFN based models outperformed the BPNN based models. These findings indicated that the information from the green and NIR band statistical as well as textural features are highly correlated with leaf nitrogen content of corn plants under field conditions. Further, it was evident that the extracted textural image features provided more relevant information than the corresponding statistical features for predicting leaf nitrogen content under field conditions. These findings are similar to the previous study performed under corresponding field conditions (Beatty et al. 2000; Scharf and Lory 2000).

**SUMMARY and CONCLUSIONS**

An aerial image was acquired in multi-spectral bands (red, green, and NIR) for predicting leaf nitrogen content of corn under field conditions. Two additional image bands were derived using an appropriate transformation. The images were divided into 68 sub images as per the size of each field plot. Two statistical and five textural features were extracted from each sub-image. These image features were used as inputs to develop twenty neural network prediction models based on multilayer perceptron and radial basis function architectures. The model performance was evaluated using root mean square error of prediction, minimum prediction accuracy, and correlation coefficient.

When a neural network prediction model is used for real-world applications, it is difficult to comprehend a model with ideal performance (RMSEP of 0%, MPA of 100%, and r of 100%). The selection of the optimum model is ideally based on the simultaneous comparison of performance parameters that are used to delineate the model’s accuracy. For this study, it is obvious that the best model would be the one that could provide the best performance from simultaneous comparison of the three performance parameters discussed above. Further, the implications of the comparison could go along with the significance and relevancy of the developed models. For this study, the model based on green vegetation index textural features i.e., RBGvT yielded the lowest RMSEP (6.6%), highest minimum prediction accuracy (88.8%), and highest correlation coefficient (78%). Hence, the resemblance of spectral information in green and NIR bands of the electromagnetic spectrum to corresponding leaf nitrogen content is inferred. Further validation of the models is recommended with respect to multiple years’ datasets. Also, the models will need to be evaluated with respect to other research sites with diverse climatic conditions and crop varieties. Additional study could be conducted to rank NN models using appropriate statistical techniques.
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